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(JUNE 2021)

that ¥ has exponential distribution with mean §

ot that the conditional distribution of X given ¥ = y is

Jormal with mean Oand variance y, forall y > 0, Identify

e characteristic function of X (defined as ¢(r) =
g[¢"™]} from the fallowing.

wes® (b) e
L]
I s

et X3, Xz, .. X be random variable whose marginal

dstributions are N(0,1). Suppose E(X,X,) = for i,j,i #

joolet ¥Y=X,+X-2+-+X,and V=xI4

X¥i+..+X2. which of the following statement follow from

the give conditions?

1a) ¥ has normal distribution with mean zero and variance
n

IV has Chi-square distributon with n degrees of
freedom

CE(XH?) = 0forall i), # j

WPy > ) < %forall t>0

SUppose X~  Geometric (1/2) (taking values in

(123...}) and conditional on X, the variable ¥ has

Posson () distribution. Similarly suppose U~ Poisson (1)

4 conditional an U, the variable V has Geometric

(/U + 1) gistribution. Then,

BEY] 2 E[y) (b) E[¥] < E[V]

“IVar [v] 2 var(y) {d) Var [¥) < Var[V]
(NOV 2020)

ley Xux,, . be Lid random variables having a x* =

Ih-‘"""J’llﬂ-cm with 5 degree of freedom. Let a € R be

Ny A Xy — S0
SN, Then the limiting distributien of a (J_—L_.ﬁ )
iy

14 Gamma istribution for an appropriate value of &
s ~Distribution for an appropriate value of a

16) 5eq ndard normal distribution for an appropriate value
ofa

1) & gen N value of a

for an approp
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(NOV 2020)
Suppose that X has uniform distribution on the interval

[0,100]. Let Y denote the greatest integer smaller than or
equal to X. Which of the following is true?
(a) P(Y = 25) = 1/4 (b) P(¥ = 25) = 26/100
() ECY) = 50 (d) E(Y) = 101/2

(NOV 2020)
Suppose X, X3, ... X, are iid. random variables with
characteristic function $(t;8) = E[e“¥(] where geR* is
the parameter of the distribution. Let 7 = Xy + X+ 4
Xn. Then for which of the following distributions of X,
would the characteristic function of Z be of the form
#(t; @) for some aeR*?
(a) Negative Binomial
(c) Hypergeometric

(b) Geometric

(d) Discrete Uniform
(JUNE 2019)

Suppose a normal @ — @ plot is drawn using a reasonably

large sample x,,..,x, from an unknown probability

distribution. For which of the following distribution would

you expect the Q — @ plot to be convex (J —shaped)?

(a) Beta (5, 1)

(c) Uniform (0,1)

(b) Exponential (1)
(d) Geometric (1/2)

(JUNE 2019)
Let Xy, Xz, Xy (n > 5) be i, L. d. with p.d.f. fg, which
Is symmetric about @ having bounded support. Let Xy <
Xa) < < Xizn-yy be the order statistics of the random

variables XXy X3 1. Which of the following
statements are correct?

(3) Xy = Band g —

(b) X¢yy = 8 and 6§ — X(an-1) have the same distribution
(€} The distribution of X(w) Is symmetric about §

(d) E[xy + Xzn-iy) is same for all k = 12,...n

X1y have the same distributioin

(DEC 2019)
thlind\'be“,_ t E ial d

& 1
variables with means 7 and :‘ respectively with = u . Let
fe (2) denote the density function of z

=X +Y. Then for
=0,



10.

11,

12,

14,

(a) ,“,(:) =(A+ p),-um-
=4
(b) fu(2) =%aal'+-

(€) fy(e) = 3 (e = &™)

=A
@ ho el ifA>p
) =
’ L
ey

(DEC 2018)
A random variable T has a symmetric distribution if T
and —T have the same distribution. Let X and ¥ be
independent random variables. Then which of the
followlng statements are correct?
(a) If X and Y have the same distribution then X - ¥ has a
symmetric distribution
(B)1f % ~ N(3,1) and ¥ ~ N(2,2), then 2X - 3Y has a
symmetric distribution
(c) If X and ¥ have the same symmetric distribution, then
X + Y has a symmetric distribution
(d)If X has a symmetric distribution, then XY has a
symmetric distribution
(JUNE 2018)
Let X and ¥ be i.i.d. uniform (0, 1) random varlables, Let
Z = max(X,Y) and W = min(X,Y).
Then P((Z = W) > 1/2)is
(a)1/2
(el 1/4

(b)3/4
(d)2/3
(JUNE 2018)
Let X;, X3, X, be |.i.d. standard normal variables, Which of
the following Is true?
REIEA

Xy=2Xz 4+ X
)=ty (b) i~ o,
[N af
(c) (Xy+xg)? Faa () Xjexiex Fis
(JUNE 2018)

. Let X and ¥ be ii.d. exponential random variables with

parameter 1. Define, W =X +V and U = X/(X + V).
Which of the following are true?
(Al E(U) =1/2
(b) U is unform on (0, 1)
() W, U are independent
(d) W, U are uncorrelated, but dependent

(JUNE 2018)
Suppose that for n23, X, X;.. X, are iid
~N(uy, o) and ¥, Yy, ..., ¥, are bid. ~N(u,, 02). Assume
further that the X;'s and the ¥'s are independent. Let r
be the correlation coefficlent computed from the bivariate
data (Xy, 1), (X2, ¥2), ., (Xn, V). Then

New Section 1 Page 4

16.

17.

18,

18,

51y
Butin Wiy

2in-2) .
{.}"—;_f—, has Fyq.-; distribution (f. distri
andn—2df)forallnz3

(b) T._"I':‘: has t-g distribution (1- distripyyje, "

df)foralinz3

1

Mey

) ‘—:’—, has the distribution of the square o,

variable forn = 3 Q""ﬂ
(d) r* has a beta distribution foralln » 3
(DEc,
let X and ¥ be Lid. random variables Uit
distributed on (0.4). Then P(X > YIX < 2)) "
1 s
(@l ()7
1 i
l)g (@3
(DEC. T
Suppose X~ Cauchy (0,1). Then the distribution of 1 ,
18r
(a) Uniform (0,1) {b) Normal (0,1)
(¢) Double exponential (0,1)  (d) Cauchy (0,1)
(DEC. 201

Suppose X, Xz ..., X5 is a random sample for the uniform
distribution on (0,2) and M, = max{X, X;...X,) for
every positive integer n. Then which of the following
statement are true?

(a) My, = 2 almost surely

(b) My, = 2 in probability

(c) My, = 2 in distribution

(d) %’-:5 converges in distribution to normal distribution

(DEC. 2018
Let X;, Xy, ... be i.id. N (0,1) random variables. Let 5; =
XE4X4-oXIvn2 1. Which of the followin
statements are correct?

{n]i“l,'T'-vN(O.l]forallnzl
(b)Foralle > 0,P (|2 2| >¢) +0asn==

(© !T" -+ 1 with probability 1

it
(@) P(S, S 14 Vix) = P(Y s x) v ER ¥
¥Y~N(0,2) w,‘mn
) o
Xy, Xy, ... are independent identically distributed I;[’J p
variables having common density f. AssUme 1* o
f(=x) for all x € R. Which of the following statene”
correct?
(8) 2(X, + -+ X,) D0 in probabilty
lb}E(I, + - 4 X,,) 0 almost surely
1
remrmr<)=d
1)

(d) XL, X, has the same distribution 35 Zi=




| JUNE 2017)
yare indepen dent random variables each having the
a

o
1 . - <o,
!{'J'E"—‘F ' Xov
penthe density function of ==for —o0 < ¢ < w is given
by 5 1
ms::?' (b) o seerd
1L @ L
[S ey L L
(JUNE 2017)
2 et 2 1) belid. iform (~1,2) rand labl

\which of the following statements are true?
(a) = Efks Xi = 0 almost surely
n

1 {2 %1 X = 5 Zles Xaio1 ] = 0 almost surely
¢} sup(¥y, Xz,... } = 2 almost surely
d) inflXy, Xz, .. } = =1 almost surely
(JUNE 2017)
1 Suppose X follows an exponential distribution with
parameter A > 0. Fox a > 0. Define the random variable
Yoy V=kifkasX <(k+1)a k=012,..
Which of the following statement are correct?
WPA<Y<5)=0
(b} ¥ follows an exponential distribution
e} ¥ follows a geometric distribution
(d] ¥ follows a Poisson distribution.
(DEC. 2017)

a'x.rm- d jal random variables with

means 4 and 5, respectively. Which of the following
statements is true?

[a1 X + ¥ is exponential with mean 9

(6) XY Is exponential with mean 20

[c) max(X, ¥) is exponential

(&) min(X, ¥) is exponential

(DEC. 2017)
“let X and ¥ be independent exponential random
varlables, if E[X) = 1 and E[Y] =}
then P(X > 21X > V) Is
)} {b)3

H 3
& ‘ (DEC. 2017)

5. Which of the following are correct?
() f Xand v are N (0,1) then l:fr s N(O1)
)i X and Yare independent N(O1) the
distribution

x
= has t-
"y

New Section 1 Page 5

27.

28.

(c) if X and Yare independent Uniform (0,1) then % is

Uniform (0,1)
(d)if X is Binomial (n, p) then n = X is Binomial (n, 1 = p)
(DEC. 2017)

. Forn 2 1, let X,be a Poisson random variable with mean

n*. Which of the following are equal to % _f;“"'f:dx

0, P(X,> (n 4 1)2)

® "™ pix, < (n+ 1)y

n=+om
(© "™ Pikee(n=172)
@ "™ pitye (n -2

n—m

(DEC. 2016)
Suppose X, X;,...X, is a random sample from a
distribution with probability density function

F(x) = 32715 (x), where Ig 1)(2) = {; :{:;E::‘_:g

What is the probability density function g(y) of ¥ =
min{ Xy, Xy, ., X, 17
(@) g() = 3ny™™ e ().
(B} g(y) = 1= (1= y*) Iy
{0 g) = (1= ¥*) "l 1))
(d) () = 3ny*(1 = y*)" Mgy ().
(DEC. 2016)
of ind: d d

Let {X;i 21} be a p
variables each having a normal distribution with mean 2

and variance 5. Then which of the followings are true

(a) iZL, X, converges in probability to 2
(b) 527.‘ X7 converges in probability to 9
(3] ( ;‘-z:‘.l X‘)z canverges in probability to 4
(d) Ei-, [E‘}z converges in probability to 0
(DEC. 2018)

- Let X be a random variable with a certain non-degenerate

distribution. Then identify the correct statements

{a) If X has an exponential distribution then median (x) <
E(X)

(B} If X has a uniform distribution on an interval(a, b) ,
then E(X) < median(X)

(c) It X has a Binomial distribution then V(X) < E(X)

1d) If X has a normal distribution, then E(X) < v(X)

(JUNE 2016)

et X, ~N(0,1) and let X, = | X125 X1 52

Xy, otherwise
Then identify the correct statement,



i

=

32,

.

EER

35,

(a) corr (X,,X;) =1

(b) X; does not have N(0,1) distribution,

{€) (Xy,X3) has a bivariate normal distribution

(d) (Xy,X,) does not have a bivariate normal distribution
(JUNE 2016)

Suppose Xand ¥ are independent and indentically

distributed random variables and let = X + Y . Then the

distribution of Z Is in the same family as that of X and}’ ifX

is

(a) Normal

(e} Unifarm

(b) Exponential
(d Binomial
(DEC. 2015)
Let X| s be independent random variables such that X{ are
symmetric about 0 and
Var(X) = 2i=1,fori 21,
Then, '!Lan(x, + X34+ X, >nlogn)
(a) does not exist
(c) equals 1

(b) equals %
(d) equals 0

(DEC. 2015)
Let X;,X;, ... be independent and identically distributed,
each having a uniform distribution on (0,1). Let §, =
ey X forn 2 1. Then which of the following statements
are true?
{alﬁ: = 0 as n = oo with probability 1

b P HS,. > ’T"} occurs for infinitely many n] =]

{e) % - 0asn = o with probability 1

(a) P [{S,. > E} oceurs for infinitely many n] =1

(JUNE 2015)
Assume that X~ Binomial (n, p) for some n = 1 and 0 <
p<1 and ¥~ Poisson () for some A > 0, Suppose
E[X] = E[Y]. Then
(a) Var(X) = Var (¥)
(b} Var(X) < Var (¥)
(e} Var(X) > Var (¥)
(d) Var(X) may be larger or smaller than Var(Y)
depending on the values of 1, p and A,
(JUNE 2015)
Suppose  X(|6;~N(80%),i =12 are independently
distributed, Under the prior distribution, By and 8, are i.\.d
N(u, %), where o7, jt and 12 are known. Then which of
the following Is true about the marginal distributions of X,
and X;?
(8) Xy and X, are Ll.d N(u, 1% + g7,
(b) X; and X; are not normally distributed.
(e) Xy and X; are N(u,t*+0?) but they are not
independent,

New Section 1 Page 6

36,

37

-~

39,

41,

wey
(d) X, and X, are normally distributeq but

»

identically distributed. " ngy
(ung

et XXz X, be independent ang o ?ﬂ‘lq

distributed random variables having an .

1 “Ponentiy
distribution with mean 5. Let 5, = ¥, + Kot ey .
N =infn 2 1:5, > 1) Then Var(V) equals
(a)1 (b) 4
(e) 4 (d) e
(lung 013
Suppose X has density

fx|6) = %c'i.x >0 where 8 > 0 is unknown,
Define ¥ as follows:

Y=kifksX<k+1 k=012,

Then the distribution of ¥ Is
(a) Normal

(¢) Poisson

(b} Binomial
(d) Geometric

[UNE 2005)

. Let (X, ¥) have the joint discrete distribution such that

X 1Y = y~ Binomials [y, 0.5) and ¥~ paisson (4}, ¢
where A is an unknown parameter. Let T = T(X, V) be any
unbiased estimator of A Then
(a) Var(T) < Var(¥)for all 4
(b) Var(T) 2 Var(Y)forall A
(c)Var(T) 2 A forall 4
(d) Var(T) = Var(¥)forall A

(JUNE 2015)
Let X and Y be independent normal random variables with
mean 0 and variance 1. Let the characteristics function of
XY be denoted by ¢ Then
(a) p(2) = 1/2
{b) @ is an even function
() () G) = |tlforallt = 0
(d) p(e) = E(e~t¥/7)

(JUNE 2015)
Let X; and X; be independent and identically distributed
normal random variables with mean 0 and variance 1. Let
Uy and U, be independent and identically distributed
U(0,1) random variables independent of X, X;. DefineZ*
Ny Xy o

’UIHJ'!

(a) E(Z) = 0
(c) 2 is standard Cauchy

(b) Var(Z) =1
(d) Z~N(0,1)

{JUNE 20851
Suppose Xy, X;.. are independent random variables
Assume that Xy, X,,... are identically distributed wah
mean y, and variance of and X, Xy, ... are 1987
distributed with mean 4y and varlance of.




%.,.x,q-...-rx,..

o :‘!-E-"W"’r‘” is distribution to N (0, 1) if

1282 and by = VR e

s =
fol e nigy+oz)

(bl @ (oxton)
=~ n(uy +H2) and by = VR

(c)@a

(1 = N0 + ) 309 b = Vi i
(DEC. 2014)

Xp... be independent and identically distributed
variables with E(X,) =0 and Variables with
EX) = 0 and Var(X) =1 for all i, Let 5, = X, + - +
X, Let @(x) denote the cumulative distribution function
of a standard normal random variable.
Then, for any x > 0, ‘El_ﬂlP('-ﬂx < 5, < nx)equals
@ 2o -1 (b) @(x)
[GH! (d) 1= ®(2x)
(DEC. 2014)
1, Suppose Xy, X, ... are random variables on a common
probability space with X, ~N (I, 03). Then, X, converges
in probability to 2 if and only if
)y = Oand gl = 2
(b) gy = 2and g = 0
{€) = 0 and g converges
(d) 62 = 0 and p,, converges

o let Xy

(DEC. 2014)

. Suppose that X, , X; and X, are independent and

identically distributed rand riables, each having a

B distribution with p 1/2. Consider the 2

2matrix A = (x‘ 0). Then, P(A is invertible) equals
X2 Xy

lajo b) 1
le)1/a (d) 3/4

(DEC. 2014)

5. N,4,,4, ... are independent real valued random variables
such that

PN = k) = (1= p)p. ke = 01,2«

and (41 =12,..) Is a sequence of

identically distributed bounded random variables. Let

 where 0<p<l
independent and

X 0 UN(w) =0
i [2}., A N =k =12
Which of the following are necessarily correct?

() X is a bounded random variable
(b) Moment m, is the moment fun
mylt) = I':;A(‘)" € R, where

Benerating function of A

ction ﬂ‘x"f‘\'"
mhwmm.m
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(c) Characteristic  function  gy(t) = —22

"P',q’l;'r €R,
where ¢, is the Characteristic function of A,
(d) X Is symmetric about 0.
(JUNE 2014)

46. Suppose Xy, Xy, .. X, are independent random variables
each having a Bin (8,%) distribution. Then
& Doy (~1)* X, converges in distrbution to
(a) N(0,1) (b) N(0,2)
(c) N(4,2) (d) N(4.1)
(JUNE 2014)
47, Let X and ¥ be independent and identically distributed
random variables having a normal distribution with mean
0 and variance 1. Define Z and W as follow:

(ﬁ] (XY >0
(2)={(7") irx<oandy>0.Then
[_"Y) if X>0and¥ <0

{a) Z and W are independent
(b) Z has N (0, 1) distribution
{c) W has N(0,1) distribution
(d) Cov(Z,W) >0
(JUNE 2014)
48. Let X, be d as a Poisson random variable with
parameter n. Then which of the following statements are

correct?
{a) lim P (X, > n+ V1) =0
lbl_l‘ln:lnP(x,.Sn-rq'H}-O
() lim P (X, S n) =3

LR
() lim P (X, Sm) =1

(JUNE 2014)
49, Let X and ¥ be two P N(0,1) i
variables. Define U = -Elnd V= I% then
(a) U and ¥ have the same distribution
(b} V has ¢ distribution
v
@#(5)=0
{d) U and V are independent
(DEC. 2013)
) ~N(0.1 aflyp 2o
50, Suppose D~N(0.1) and U [oun Z o Then the
correlation coefficient between |D| and U Is equal to
(s) 0.5 (6) 0.25
(et (@0



(DEC. 2013)

51. Suppose X,,X,,...,X, are independent and identically

53.

. Let Xy, X,

distributed random variables each having an exponential
distribution with parameter A > 0. Let X, S XS
“+ 5 Xu) be the corresponding order statistics. Then the
probability distribution of ﬂ%‘:’\‘—‘l is

(a) Chi-square with 1 degree of freedom.
(b) Beta with parameters 2 and 1.
(€) F with parameters 2 and 2.
(d) F with parameters 2 and 1.

(DEC. 2013)
. .. be Independent and identically distributed
random variables each having a uniform distribution on
[=1,1)Forn = 1,let§, = I1, X, and let Z, = 5, /n" for
some p > (0. Then, as n — oo,
(2) Z, = Dalmost surely forp = 1
(b Z, =+ 0in probability for > < p < 1
(c) Z, converges in distribution to a non-degenerate

random variable if p = %
(d) Z,, — o2 almost surely for p < ;
(DEC. 2013)
Let X;, X;, ... .. be independent and identically distributed
standard normal random variables. Which of the following
is true?
(@) Tff:—,gnas a t ~distribution with n — 1 degrees of
freedom

{b}%}ﬁhas a t—distribution with n degrees of
freedom

le) ;Irﬂ‘—hu 2 t ~distribution with n-1 degrees of

By

freedom

(d) ;ﬁ:ﬁn a t —distribution with n degrees of
freedom

(DEC. 2013)
Let X be a geometric random varlable with probability
mass function given by
PX =k) = (1-p)*p fork 2 0 and 0 <p <1, For all
m,n 2 1we have
la]P(x>m+n|.x:m)-P(xzn}
B)P(X >m +n|X > m) = P(X>n)
{c}P(X<m+n|X<m)=P(x <n)
P <m+nlX <m)= P(Xsn)

New Section 1 Page 8

55.

56.

57.

59.

—
Hung 2oy
Let Xy X3 .. Xy be independent aNd igqp,
distrit d random iables each hﬂ'ing T unig
distribution on (0, 1). Consider the histogram of 1
values with k equally spaced class Intervaly Fiven
(@ bil £ = 1,200, K) where o =2 g0y

by

=4l

] They

Let N; be the number of values in the interya| (a,
the covariance of Ny, and Ny is
(a)0

(e) n/k?

(b) = n/k?
d)1/2

[ung 10“1
Let Uy, Uy, ... be independent and identically distribyteg
random variables each having a uniform distributign "

3

(0,1). Then lim (U + -+ Uy < 2n)
(a) does not exist (b} exists and equals g

(c) exists and equals 1 (d) exists and equals *
4

(JUNE 2013
Let X and ¥ independent random variables each fallowing
a uniform distribution on (0, 1). Let W = X Iipaxs), where
Iy denotes the indicator function of the set A, Then which
of the following statements are true?
(a) The cumulative distribution function of W is gven by
Fur(t) = 0% lipgesy) + iy
(6} PW > 0] =1
[c) The cumulative distribution function of W is
continuous
(d) The cumulative distribution function of W is given by
:l
Fy(t) = (%) Tiosest) + liesq)
(JuNg 2013)

- Let Xy, Xy, ... be independent and identically distributed

random variables each following a uniform distributi
(0, 1). Denote T, = max (X,, Xy, ..., X,). Then, which of
the following statements are true?
(a) Ty, converges to 1 in probability
(B)n(1 = T,)) converges In distribution
{e) n*(1 = T,,) converges in distribution
(d) V(1 - T,,) converges to 0 in probability

punE208)
Let X,,X;,.. be independent random variables exh
following a normal distribution with unknown mean 3¢
unknown variance a? > 0,

=l = Byui)? -
Define £, = ::_’E:':li X, T,= Ef:;(i_'_:—'-L-anﬂT:

Ea) 1 > 3, Then which of the following Stte™®
are correct?




W 4 lows 3 ¢ distribution with (n — 3) degrees of
T
©edom
5 olows 3 F distribution with 1 and (n = 3) degrees
g
f a;mednf“
(L] consistent for estimating i
@2 (JUNE 2013)
(X s X, Xs be independent and identically
o gt Ayt
i ted random variables each following a uniform
£grbution on (0, 1), and let M denote their median. Then

hich of the following statements are true?

!al?(.l\‘ < %) =P (M > 13}
) M isuniformly distributed on (0, 1)
W EM) = E(X)
VM) = V(Xy)
(JUNE 2013)
i let Xy Xy, .. be independent random variables each
tllowing exponential distribution with mean 1. Then
which of the following statements are correct?
3} (X, > log n for infinitely manyn 2 1) = 1
(8] (X, > Zlog n for infinitely manyn 2 1) =1
&) P(Xy > élugn for infinitely manyn 2 1) =0
WP, > logn, X,,, > log (n+
1) for infinitely many n = 1) = 0
(DEC. 2012)
ULt X, Xy, .. be |..d. standard normal random variables
et T, = EL.N;I‘ Then

{8 The limiting distribution of T,, ~ 1 is x* with 1 degree
of freedom
b1 ™he limiting distribution of !f.‘?." is normal with mean 0
and variance 2
6 he limiting distribution of Y7i(T, — 1) Is x* with 1
degree of freedom
(61The limiting distribution of VAi(T, = 1) is normal with
™&an 0 and variance 2
B (DEC. 2012)
ey
¥ be a binomial random variable with parameters
1,
13)- At which valuels) of k is P(X = k) maximized?
mk . (o) k = 3
L 4 (d k=5
W (DEC. 2012}
2 are independent random variables with NI0,1)
a4 normal) distribution Let f ¢ R = R be defined
"")'1. i x20 and f(x)=-L 1 x<0. Let
Pubii... ..
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65,

67.

. Let X, X; and X, be

—_— e
UV,W be defined by U= [X|-f(Y),V x|y

FOX).W = 121+ f(X). Then

(a) U and V are Independent each having a NiO,1)
distribution

(b)U and W are independent each having a N(0,1)
distrlbution

(e} V and W are independent each having a N(0,1)
distribution

(d) U,V and W are indep

dent random

(DEC. 2012)
Let X, and X; be two independent random variables with
M 1 1
Xy~ binomial (m,;) and X,~ binomial (n, ;},m #n
Which of the following are always true?
() 2X, + 3X,~ binomial (2m + 3n,%)
{b) X; = X, + m~ binomial (m + n,*)
(c) Conditional distribution of X; given (X; +X;) is
hypergeometric
(d) Distribution of X; = X; is symmetric about 0
(DEC. 2012)
independent  with
Xy ~N(1,1),X~N(=1,1) and X;~N(0, 1). Let
M=

G = Afexf-zxyey
g =

F]
Then which of the following statements are always true?

(a) g, has a central chi-square distribution
(b) q; has a central chi-square distribution
(e) g4 + g, has a central chi-square distribution
(d) g, and q; are independent
(JUNE 2012)

Let Xy, Xz oo a5 LL.A.N(1, 1) random variables. Let §,, =
XE4XEb X forn 2 1. Then lim “0E g
(a) 4 Ib) &
fe)1 (d)o

{JUNE 2012)

68. Let Xy, Xz, ... be independent random varlable with Xn

being =nand 3n, n = 1,
X,

2 et Sy = EN R IOrN =1, 2, .. and let Fy be

the distribution function of Sy. Also let & denote the

_— functh

dl of a stand, normal d
yvariable. Which of the following is/are true?

(o) Jim Fu (O < *(0) (b} lim Fy (0) 2 @(0)
(cumr»(l)'—‘*"l“ (d) lim Fy (1) 2 &(1)



(JUNE 2012)

69. SUpPOse £y, 65, .. ... £, are Lid. N(0,a%). Consider

Vi ¥y e, Yy defined ¥y = g+ £y, Vg = s = p(ti=

WAHT=pT =12, n =1

Let T =257, ¥ Suppose 0 < p <1 and o* > 0. Then

fornz2

(a) T has a normal distribution

{b) T has mean u and variance ¢*/n

(c) E(T) = p,var (T) > a*/n

(d] T follows N (4, §%) where §2 > o7 /n
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