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30.  The dimension of the vector space of all symmetric matrices A =(ay ) of order nxn(n22) with real
entries, a,; =0 and trace zero is

1 (n +n-4/2 2(n'-n+4)/2 3 (P +n=-3)12 4 (P -n+3)/2
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3L Let N be the vector space of all real polynomials of degree at most 3. Define

§:N = N by S(p(x))=p(x+1), pe N. Then the matrix of S in the basis {1,x,x*,x"} considered as
column vectors is given by:

(=B S
—_w W
W= -
o -~ O ©

0
0
0
1

g
W NN
w oW W W
oo~ ©
o o o O
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33. Let A be a non-zero linear transformation on a real vector space V of dimension n. Let r.;f:e‘.urb.fpace {: ‘ .# A_ ~ 2 , 0

V, =V be the image of V under A. Let k = dimV, <n and suppose that for some he B, A"=/AA. Then
% 1L A=1 K
2 detA=[2" K ‘ I A = ? L

%3. Ais the only eigenvalue of A

/ there is a nontrivial subspace V, <V such that Ax=0 for all x€ |4
==

@ >( S mk*‘*’»“"‘*z"'x'n‘
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34 Let Cbe an nxn real matriv. Let W be the vector space spanned by {r.c.c.. ¢*"}. The dimension
of the vector space W is
B A
1 2n 2. amost n in’ 4. atmost 2n
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35, Let V,.V,be subspaces of a vector space V. Which of the following is/are necessarily a subspace of V?

Lv,nv, ' 2. viuv,
IVi+v,={x+y:xev, yev,} 4.V, V,={xeV, and xeV,}
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36.  Let ) be anon-zero 3x3 matrix with the properfy N* = O MWhich of the following is/are true? ? \ M
N is not gfilar o a diagonal matrix. x Timilar to a diagonal matrix. ) 7
2igepvectors. /

r . L ; -
I N one non-zero eigenvector. . N has three linearly indepel
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37. Let n be a positive integer and let M {R) denote the space of all nXn real matrices. If T: M (R) =M (R)

is a linear transformation such that T(A)=0 whenever Ae M [R) is symmetric or skew-symmetric, then
the rank of T is

1 nn+1) 2 nin—1)

. 3n 4.0
2 2
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38.  LetS:W'— R’ and T: &' — W’ be linear transformations such that T = § is the identity map of R'. Then

I. §<T is the identity map of R’ 2. §oT is one—one, but not onto.
3. §=Tis onto, but not one-one. 4. 50T is neither one—one nor onto.
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39.  Let V be a 3-dimensional vector space over the field F, = I/31 of 3 elemenis. The number of distinct
1- dimensional subspaces of V'is
1. 13 226 39 4. 15
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40.  Let V be the inner product space consisting of linear pol) ials, p: [0,1] = R (i.e., V consists of
polynomials p of the form p(x) = ax + b; a, be R), with the inner product defined by

1
<P, q) 'Ip(x)l](x)dearp,qe V. An orthonormal basis of V is
0

L {1, x} 2 {1,253} 3, @e2x-13) 4 {l,x-%}
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|{JUUH @/012?

1 0 0 0
41 Let fix) be the minimal polvnomial of the 4X4 matrix A= | 0 1

o ol Then the rank of the 4%y

001 0

(/fuyﬂ”o
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1 b
42, Leta b, cbhe positive real numbers such that b + ¢ = a < 1. Consider the 3%3 matrix A= b a D|

Je

1. AU cigenvalues of 4 are negative real numbers.
- All the eigenvalues of A are positive real numbers.

3. A can have a positive as well as a negative eigenvalue,
4. Eigenvalues of A can be non-real complex numbers

New Section 1 Page 13
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@ The system of equationsx +v +z=1,2x+3y—z=35,x +2y—kz = 4, where ke R, has an infinite

number of solutions for

I k=0 2 k=1 3. k=2 4. k=3
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44.

Let n be an integer, n = 3 and let Uy, U,,....u, be n linearly independent elements in a vector space gver
R. Set u,= 0 and u,., = u,. Definev,=u,+ u,,and w,= u_, +u, fori=12,..n Then

1. v, v,...,v, are linearly independent, if n = 2010.

2. v, v,...,v, are linearly independent, if n=2011.

3. w,, wy,...,w, are linearly independent, if n = 2010.

4. w,, w,...,w, are linearly independent, if n=2011.
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45.

Let V and W be finite-dimensional vector spaces over R and .{ei T, V=V and Ty H"—)W be linear
transformations whose minimal polynomials are given by f,(x) = K4xtx +1 and f, (x) =x-x*- 2. La

T- V®W —> V@W be the linear transformation defined by T ((v, w)=(T (v}, T, (w)) for (v,w)e V@W and
let f{x) be the minimal polynomial of T. Then
1. degf(x)=7 2.degfix) =13 3. nullity (T) =1 4. nullity (T) =0
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X
46. Leta, b, c,de Randlet T: R — R be the linear transformation defined by T[]: -|J:

y)

x
for K)’]E R’. Let S: C— C be the corresponding map defined by S(x + i) = (ax + by) + ifex +d)

ax +by
cx + dy

forx,ye R Then
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§ is always C — lincar, that is Sz, + z,) = S(z,} + S(z,) for all z,z, € C and S(0z) = os (z) for all

ae Candze C
SisC—linearif b=-candd =a.

§is C—linear only if b=-candd = a.

§is C~linear if and only if T is the identity transformation.
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Kl

Let A = {uJ be an n X n complex matrix and let A" denote the conjugate transpose of A

e b B

g are ily true?

If A is invertible, then tr(A"A) # 0, ie., the trace of A°A is non zero.
Iftr(A°A) # 0, then A is invertible.

If| tr(A"A)| < o, then la,| < 1 for some ij.
Iftr(A"A) = 0, then A is the zero matvix.
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48.

Then

Let n be a positive integer and V be an (n + 1)-dimensional vector space over K. Iffe,en....e.}isa
basis of V.and T: V—V is the linear transformation satisfying T(e )=e,, for i=1, 2,...n and Tfe,,,)= 0.

1. trace of T is non-zero,

2. rank of T is n.
3. nullity of Tis 1

4.T"=TeTo..oT (ntimes) is the zero map.
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50.  Letn be an integer 2 2 and let M, (R) denote the vector space of n x n real matrices. Let B & M, (R) be
an orthovonal matrix and let B' denote the transpose of B. Consider W.. = {B' AB - Ae M (R\! Whirh ~¢
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Let n be an integer > 2 and let M, (R) denote the vector space of n X n real matrices. Let B € M, (R) be

an orthogonal matrix and let B' denote the transpose of B. Consider W, = {B' AB : Ae M, (R)}. Which of
the following are necessarily true?

L. W, is the subspace of M, (R) and dim W < rank (B).

2. W, is the subspace of M, (R) and dim Wy = rank (B) rank (B').
3 W,=M,(R).

4. W, is not a subspace of M, (R).
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51 Let A be a 5 X 5 skew-symmetric matrix with entries in R and B be the 5 X 5 symmetric matrix whose

()" entry is the binomial coefficient (I;] for 1<i< j< 5. Consider the 10x10 matrix, given in block

A A+B
by C= . Then
Jform by (0 B

I.det C=1]or-1 2. detC=0 3. trace of Cis 0. 4. traceof Cis 5
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X

52, Suppose A is a 3 X 3 symmetric matrix such that IX, ¥, IIA y | =xy— 1. Let p be the number of positive
1
eigenvalues of 4 and let g = rank(A) —p. Then
Lp=1 2.p=2 jg=2 4q=1
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33

Let A=|0

Ao~

5 a 13

7 9 b |, where a,be R. Choose the correct statement.

0 0 1 11 15

There exist values of a and b for which the columns of A are linearly independen:.
There exist values of a and b Jor which Ax=0 has x=0 as the only solution.

For all values of a and b, the rows of A span a 3-dimensional subspace of B
There exist values of a and b for which rank (4)=2.

13
1
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54, Consider B’ with the standard inner product. Let W be the subspace of R’ spanned by (1,0,-1). Which
of the following is a basis for the orthogonal complement of W?
1. 401,0,0),00,1,0)} 2.4(1,2,1),(0,1,1)}
3 {(2,1.2).(4.2.4)} 4. {(2,-1,2).(1.3,1).(-1.-1,-1)}
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35 A linear ransformation T rotates each vector in B’ clockwise through 90" The matrix T relative to ihe
standard ordered basis ( [ (;} [P O]} s
0 -
0 -1 0 1
a 2, * 1 0
-1 0 -1 0
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56.  Let T: R'—~R" be a linear transformation. Which of the following statements implies that T is bijective?
1. Nullity (T) =n 2. Rank(T) = Nullity (T) =n
3. Rank (T) + Nullity (T) =n 4. Rank(T) — Nullity (T) =n
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57

Let Ae M ((C), the vector space of 10 X 10 matrices with entries in C. Let W, be the subspace of
M, (C) spanned by {A"| n 2 0}. Choose the correct statements.

1. For any A, dim(W <10 2. For any A, dim (W) < 10

3. For some A, 10 < dim (W ,)=<100 4. For some A, dim(W )=100
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g LerA be a complex 3% 3 matrix with A= - I. Which of the following statements are correct?
1. A has three distinct eigenvalues 2. Ais diagonalizable over C
3. Ais triangularizable over C 4. A is non-singular
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59, Consider the quadratic forms q and p given by q(x,y, z,w) = x* +y* +z° +bw" and

plx, y.z,w)= x*+y* +eow Which of the following statements are true?

1. pand q are equivalent over C if b and c are non-zero complex numbers.

2. pand q are equivalent over R if b and c are non-zero real numbers.

3. pand q are equivalent over R if b and ¢ are non-zero real numbers with b negative.
4.

p and g are NOT equivalent over R if c=0
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A linear operator T on a complex vector space V has characteristic polynomial X - 5)2 and minimal
polynomial x"(x -5). Choose all correct options.
L

2,
3

The Jordan form of T is uniquely determined by the given information
There are exactly 2 Jordan blocks in the Jordan decomposition of T

The operator induced by T on the quotient space V/Ker(T-51 ) is nilpotent, where I is the identity
OPEJ‘ZHOP’

The operator induced by T on the quotient space V/Ker(T) is a scalar multiple of the identity
operator
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61.

Let S denote the set of all primes p such that the Sollowing matrix is invernible whes

matrix with entries in Z/pZ.

1 2 0
A=| 0 3 =1 |. Which of the following statements are rue?
-2 0 2

S contains all the prime numbers

S contains all the prime numbers greater than 10
S contains all the prime numbers other than 2 and 5
S contains all the odd prime numbers.

AW~
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62 For a fived positive integer n 2 3, let A be the nxn mativ defined as A =7 — = 7, where [ is the
es equal to 1. Which o the following statements iv

|

identity matrix and J is the n X n matrix with all entri
NOT true?
1. A*<A for every positive integer £ 2 Trace (4)=n-/
% Rank(d)+Rank( - A)=n. 9. A Is invertible.
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63.  Let A be a 5% 4 matriv with real entries such that A x=0 if and only if x =0, where x isa 4x| Vegtor

and 0 is a null vector. Then, the rank of A is
1.4 2.5 32 41
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64,

Consider the following row vectors

@ =(LL0,10,0), &, = (1,1,0,0,1,0)

& =(110,0,0,1), @, =(1,0,1,1,0,0)
@, =(1L0L0.L0), e, =(1,0,1,00,1)

The dimension of the vector space spanned by these row vectors is
16 2.5 34
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65 Let A, =((a,).n23 where a, = (b7 = b), i, j=12,.
b,,bz,...,bn. Then derfd) is

LT ®i=b))  2[].,0+5) 30 Co41

W for some distinct real numbers
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Let A be an nx n matrix with real entries. Which of the following is correct?

66.
i x_’fA"'—'Q then 4 is diag lizable over compl, bers,
2. IfA°=I then A is diagonalizable over real numb
3. IfA’=A, then A is diagonalizable only over compl, bers

4. The only matrix of size n satisfving the characteristic pPolynomial of 4 is A
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67

Let A be a 4 x 4 invertible real matrix. Which of the Jollowing is NOT necessarily true?
< Ly €/

1. The rows of A form a basis of R".

2. Null space of A contains only the 0 vector.
3. A has 4 distinct eigenvalues.
4

Image of the linear transformation x = Ax on R’ is B*
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Let {v,..,v,} be a linearly independent subset of a vector space V, where nz4. Set wy =v, —v . Lt W
be the span of (w; |1<i, j<n}. Then

1. {w;l1<i< j<n) spans W.

{w; 11<i< j<n) is alinearly independent subset of W.

{w,11<i<n-1,j=i+1) spans W.

dim W=n

Bl N
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69, For any real square matrix M, let AT(M) be the number of positive eigenvalues of M counting
multiplicities. Let A be an nXn real symmetric matrix and O be an nxn real invertible matrix. Then
1. Rank A=Rank Q"AQ 2. Rank A=Rank Q"'AQ
3 ATA) =AY (QTAQ) 4. A= A(QTAQ)
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70.

Let T), T, be two linear transformations from R" to R". Let {X,,X,,....X, } be a basis of R". Suppose
that T,(x)#0 for every i=1,2, ....n and that x, L Ker T, for every i =1, 2, ..., n. Which of the following
is/are necessarily true?

1. T,is invertible 2. T, is invertible

3. Both T, T, are invertible 4. Neither T, nor T, is invertible
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7L Let S: R"—>R" be given by v > av for a fixed e R, a.#0. Let T- R*—R" be a linear transformation
such that B ={v,,...,v, } is a set of linearly independent eigenvectors of T. Then
1. The matrix of T with respect to B is diagonal.
The matrix of T — S with respect to B is diagonal.
The matrix of T with respect to B is not ily diagonal, but upper triangulc
The matrix of T with respect to B is diagonal but the matrix of (T-S) with respect to B is not

2
3
4

diagonal.
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7. Foran nxn real matrix A, A€ R and a nonzero vector ve ®', suppose that (A—=A0)"v =0 for some
positive integer k. Let I be the nX n identity matrix. Then which of the following is/are always true?

1. (A= A"y =0 for all positive integersr. 2. (A=AD*'v=0
3. (A= Al is not injective 4. A is an eigenvalue of A
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73

Let y be a non-zero vector in an inner product space V. Then which of the following are subspaces of V?
1 {xeVicxy>=0}L

2 {xeViex,y>=1}.
3 (xe Vi xz>=0 for all z such that <z,y> =0}.
4 [xe Ve x,z >=1 for all z such that <z,y==1}.
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74, Let A be a 5X5 matrix with real entries such that the sum of the entries in each vow of A is 1. Then the
sum of all the entries in A is
13 2,15 335 4. 125
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75. Let J denote a 101 x 101 matrix with all the entries equal to ] and let I denote the identity matrix of

order 101. Then the determinant of J-I is
1. 107 2 1 30 4. 100
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76.

Let M, (R) be the set of all mxn matrices with real entries. Which of the following statemenys ;;
correct?
1. There exists A€ Mg (R) such that the dimension of the null space of A is 2.
2. There exists A€ Myg(R) such that the dimension of the null space of A is 0.
There exist Ae My, (R) and B€ My, (R) such that AB is the 2X2 identity matrix.

3
4. There exists A€ M, 5(R) whose null space is {(x,, X, X;, X, X5) € R? : xy=x, x,=x, = x5}
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77, For the matrix A as given below, which of them satisfy A’
cos T sin ®. %
4 4
L Aw|=sinE ocwl 6 2. A=
4 4
0 0 1
cosf 0 sin£
6 6
3. A= 0 1 0 4. A=
—sin—’£ 0 cosf
6 6
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0
0
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2
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—sin—
2
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3
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sin—
2
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oS —
2




78.

i o

Let V denote a vector space over a field F and with a basis B={e,

(6]

eueney) Let Xy, X,,...,x, €F. Lat
={xe,xe + X285 Xi€ + Xs8, +.+ X, €, ). Then
C is linearly independent set implies that x; #0 for every i=1,2,...n.

x; #0 for every i=1,2,...,n implies that C is linearly independent set,
The linear span of C is V implies that x, #0 foreveryi=1,2,..n.

x; 20 forevery i=1,2,...,n implies that the linear span of Cis V.
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79, Let V denote the vector space of all polynomials over R of degree less than or equal to n. Which of the
following defines a norm on V?

L pIP= p)1F 4.4l pln+) P peV 2 IiplEsup ) p(d)), peV
3 lpl= Lll plt)ldt, peV 4\l pl=sup, o, | PO, pev
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g0, Letwyv,w be vectors in an inner- product space V, satisfying ||u||=||v||=||w||=2 and <u,v>=0,
<uw> =1, <vw>=- 1. Then which of the Jollowing are true?
L |Iwtv-ul|=2y2.

1
2 { .;. u, : v} Jforms an orthonormal basis of a two dimensional subspace of V.

3. wand 4u-w are orthogonal to each other.
4. wv,ware necessarily linearly independent.
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81.  Let A be a 4x4 matrix over C such that rank(4)=2 and A'= A’ # 0. Suppose that A is not
diagonalizable. Then
1. One of the Jordan blocks of the Jordan canonical form of A is

01
. o o
2. A=A%0,
3.
4.

There exists a vector v such that Av #0 but A’v = 0.
The characteristic polynomial of A is x* - x°.
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82, Letg: ®’ — C be the map defined by @(x, y) = z, where z=x+iy. Let f* T — € be the function Sfle)=="
and F =@~ f@. Which of the following are correct?

I

-y
x

y
x

The linear transformation T(x,y)= 2[x ] represents the derivative of F at (x.y).
¥

The linear transformation T(x, y)= z[x } represents the derivative of F at (x.y).
y

The linear transformation T(z)=2z represents the derivative offat z € C.
The linear transformation T(z)=2z represents the derivative of fonly at 0.
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8. Let V be the vector space of polynomials over R of degree less than or equal to n. For
plx)=ay +a,x+..+a,x" inV, define a linear transformation T:V —V by

(Tp)(x) = a,- ax + ax' - .. + (-1)"ax". Then which of the following are correct?

1. T is one-to-one 2. Tis onto 3. Tis invertible 4. det T=0
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84, Consider a homogeneous system of linear equations Ax=0, where A is an mxn real matrix and n > m
Then which of the following statements are always true? .
1. Ax=0 has a solution.

2. Ax=0 has no non-zero solution.

3. Ax=0 has a non-zero solution.
4.

Dimension of the space of all solutions is at least n-m
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85, Let A, B be nxn matrices such that BA + B = [ — BA®, where I is the nXn identity matrix. Which of
the following is always true?
I. A is nonsingular 2. Bis nonsingular 3. A+B is nonsingular 4. AB is nonsingular
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86.  Which of the following matrices has the same row space as thematrix (3 6 17

240
120 110 01 0
I
[001] 2‘[001} 3‘(001}

100
“lo1o
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&7,

The determinant of the nXn permutation matrix

LI 2 (—1)[%] 3.1

Here, [x] denotes the greatest integer not exceeding x.
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1 1+x l+x+x°
88.  Thedeterminant || 1+y 1+ y+y*| isequalto
1 1+z l+z+2°
2 (x=y)x—-zly—-z)

L (z—y)z—x}y-x)
4=y -2 - xY)

3 (- y-D (z-x)
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89.

Which of the following matrices is not diagonalizable over R ?

110 110 110
Llo 20 200 21 3ot o
001 003 00 2
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940.

Let P be a 2%2 ¢
: complex matriv sy i
ch that P* identity arairis, wi o e
ranspose of B, Teer ok P at PP iy the identity matriv, where P* is the conjugate

1. real s of Pare
. re )

¢ . 2. complex conjugates of each other
3. reciprocals of each other 4. of modulus 1
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91

Let A be a real nxn orthogonal matrix, that is, A'd=AA'= 1,, the nxn identity matrix. Which of the
following statements are necessarily true?

I. (Ax Ay) = (x, )r) Yx,yeR"
2. All eigenvalues of A are either +1 or -1,

3. The rows of A form an orthonormal basis of R".
4. 4 is diagonalizable over R.
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010
9. Which of the following matrices have Jordan canonical form equalto {0 0 0 7
I 000
00 1) 001 01 1 01 1
Lo oo 210 01 3000 410 01
00 o& 000 000 000
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93.

Let A be a 3x4 and b be a 3% ] matrix with integer entries. Suppose that the system Ax=b has a
complex solution. Then

Ax=b has an integer solution

Ax=b has a rational solution

The set of real solutions to Ax=0 has a basis isting of rational sol

If b0, then A has positive rank.

b ba
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b ={mwalz=EY=2

3. it posicher semideiinie ntematve semi-definite.
4 lmifioee =00 & ¢ oimen nipuce of diimension 2
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598
95 Thematix A=\1 8 2 | satisfies
910
L Aisinvertible and the inverse has all integer entries.
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det(4) is odd.
det(A) is divisible by 13.
det(4) has at least two prime divisors.
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96, Let 4 be 5%5 mairix and let B be obtained by changing one tof A. Let r and s be the rpj, of 4
and B respectively. Which of the following statements is/are correct?
I s<r+l 2 r-l1<s 3s=r-1 4 5#r
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97 Let M,(K) denote the space of all nxn matrices with entries in a field K. Fir a non-singular magpi,
A=(A;)e M (K), and consider the linear map T : M (K)— M, (K) given by T(X)=AX. Then

1. trace fT)=-'FZ‘_”=I A 2. trace(T) =Z,; "

3 rankofTisn’ 4. Tis non-singular
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98.  For arbitrary subspaces U,V and W of a finite dimensional vector space, which of the following hold ?
L Un(V+W)icUmnV+U W 2. UnV+W)oUnV +UnWw
3 (UAVIHW (U +W) AV +W) 4. (UAVY+W o U +W) AV +W)
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99.

Let A be a 4x7 real matrix and B be a Tx4 real matrix such that AB =1
identity matrix. Which of the following is/are always true?

1. rank (4)=4

2. rank (B)=7

3. nullity (B)=0

4. BA=1,, where I is the TXT identity matrix

New Section 1 Page 72

4 Where [, is the 4x4



100. Let R[x] denote the vector space of all real polynomials. Let D- Rix] —» R(x] denote the map

dj‘

Df ==- ¥ f. Then,
f ; f

1. D is one-one

2. Disonto
3. There exists E:R[x] >R[x] so that D(E(f)) = £.VF.
4. There exists E: Rlx] - R(x] so that E(D( )= f.5f.
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