Questions Of Random Variables
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’ 1 Let X be a unifor_nﬂ]) random variable. Compute E(X")
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Compute E(X) if X has a density function given by

1e? x>0
fix) = 14
0 otherwise
A 1 (B) 2

c) 3 (D) 4
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Compute E(X) if X has a density function given by

5 .
f(x)={x7 x>5 g_)—\y 00
0 x<5

w2 (8) od

(C) 5 one of the above

o) s

o) (4/(7{) p g

Let X be a discrete random variable with values x = 0,1,2, and probabiliies P(X = 0) = 0.25,
P(X = 1) = 0.50, and P{X = 2) = 0.25, respectively. Find E(X).

A1 B 0

cy 4 D) 8
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] is a\gxponential random variabé with variance Var [Y] = 25. What is E[Y?] 7
(A) 10 QB')/SO - —

(D)



6. :V:' a(n, %) random variable with parameter 7 = 1/3 and expected value EIX] = 15'
at is

& value of the parametar n?
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7. Let X be a'random variable with CDFE

.l 0 ¥ <=1
FX) = 1x/4+1/2  —1<x<1
X,

find E : b
M (B) 55
. i
(C) 53 (D) 22
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g, Suppose that X is an absolutely continuous random variable with by

(2x,  x=(01) Find E[X]

fix) = 1
| 0, otherwise

(

Ay 13

(c)y 43 02 - None of the above _ f rz/ y\n_(ﬂ’r
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10.  Suppose that X is an absolutely continuous random variable with density given by

M, xe(01)

1.. = i i x

(%) ‘_El. otherwisa, Find the expectation of e*.

(A) e+1 (B) e

C) e-1 (D) Mone of the above
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Find the expected value of the number on a die when thrown.

w15 (B) 20
C) a5 Dy 6
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2. A random variable X has E (X) =2 and E variance.
A 4 (B) 3
C) 5 @) 8

New Section 1 Page 10



— e G

13,

If the covariance between two random variables X and Y is zero then

(A)
(B)
()
(D)

X and Y are independent
Knowing the value of X provides no information about the value of Y

EX)=E(Y)=0
None of the above
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15. Find the moment genira__“?? :Vl;?sfezu.-r:onmnls are M

(A) (1 + 217 (B) (1-2tp Y‘ Y‘

© (-2 (D)  None of these / /e/ (’Y 4’{), Z
e ST YA



16. If a dice is throw

m at random, what is the expected value of face value ?
(B) 32
(D) 5/2



' 17.  If two dice are thrown, what is the expected value of sum of the face values ?
YR B) 5
© 10 oy 7
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19.  If f(x) = 30x* (1 — x), 0 < x < 1 is the p.d.f of a r.v X. Find E(X).
(A) 7 (B) 57
(cy 27 (D) 97
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20.  Iff(x) = 2 1< x < wis the p.d.f of arv. X. Find E(X).
(A 27 (B) 512
cy 119 (D) Does not exist
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21.

- =

If X is 2 o) = X
is a rv. with pdfw =5 When x =1,2 3 and f(x) 58 Gtherwise. Find E(X * 20
28
a8 58
(A) 6 T =

2
&

. (3\) '/i%
(—/(\‘,} 1)’\,:

(C)
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23 I f{x) = B.If fix) = 172 e —mey e

@ s the p.d.forarv X Find the m.g. fof X,

+t? (B)
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. . 1
24, Find the variance of the r.v whose m.g.fis 5—2(2 +e' + et + 3e%)

(101 (25) 101} [25Y
o (213 o (B3
(101} (25Y (25) (101
©  (z)2) ©) Lﬁftﬂ
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25,

A drunk man performed a random walk over the pasition 0, + 1 + 2.... The drunk man starts from
the point 0. He takes successive unit steps with probability p at right-and probability (1.—p) at left.
His steps are independent. X be a location of the drunk man after taking n — steps.

; %) and find out E(X).

(8) n(2p + 1)
(C) (n—1)2p

A g 0 94
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1
7. Let X and Y are iid. with P [X = x] = 1——, x =1, 2.... Find E [min(X, Y)].
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29, Let X and Y be two rv's with means zero, variance unity and correlation coefficient p than
(A EMax (X3, Y9 <1+ J1-P* (B)  ElMax (X3 Y] =1+ [ pz

(C)  EMin (¢, Y3 <1 - T+ P (D) None of these

New Section 1 Page 23



30,  The unit interval (0,1) is divided into two subintervals picking a point at random from inside the
Interval. Dencting by ¥ and Z, the lengths of the larger and the shaorter subintervals respectively,
Ay El¥Id=2 (B) E¥/iZ]=4
€y EIZ]== (0)  MNone of these
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' 1. If the moments of a variate X are defined by E(X') = 0.6, r = 1,2,3... then which of the following

holds ?
(A} PX=0)=04 (B) Plx=1)=06
C) PX=z2=0 (D) PX=3) =08
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Let F_(x) be the distribution function defined by F.x)=0forxs<s-n

X+n

o for—=n<x<n
=1forxzn

then which of the following are true ?

(A) Fix) is not a distribution function  (B)

(€)  Lim F (x) =06 (D)
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F{x) is distribution function

1
Lin;l F. (%)= 2



3. Let X have the pmf fix) = %. %x=12.3 then which of the following are true ?

(A} mean = 7/3 (B)  wvariance = 5/9
(C) EX) =08 D) Ex)=5
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4. If X is a random variable and 'a’ is constant, then which of the following holds ?
®  Elv(x)]=aE[v(x)] ®  Elu(x)al=e[u(x]}
(©)  Elaw(X)]=aE[w(x)] @ Ely(x)+al=Elw(X)|+a
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Which of the following holds 7

(A)
(8)
(C)
(D)

If X = 0then E (X) -0

Let X and Y be two random variables such that Y = X then E(Y) = E(X)
If X > 0 then E(X)-0
All of the above
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If is a random variable, then Amang the following which of them are correct ?
(A) VarfaX +b)=awv(X) + b

(B) [EMXI=E|X]

(C) V(@ X +Db)=a*V (X) where a and b are constants.
(D) All of these

New Section 1 Page 30



If X and ¥ are two random wvariables, and if they are independent, then which of the following

holds?

(A)  CoviX,¥)=0

(B) Cov(X,Y)=0

(C)  EIn (X).k (Y]] = E[h (X)] E[k(Y)]
where h (.} is a function of X alone and k (.) is a function of Y alone, provided expectaticns
on both sides exist,

(D) All of the above
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The random variable x has pdf f(x) = 3/ix(2 — x) when 0 < x = 2 and 0 otherwise. Then which of
the following are true?

(A) Coefficient of skewness p, = 0
15

(B)  Coefficient of the kurotsis B, = -

(C)  Coefficient of skewness f3,= 1/9

(D) Coefficient of the kurtosis p, = 97
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9 f(xy) Y X eyist
. Gi %y)= then which of the following holds 7
iven {0 PRV ICE en whic g s

(A) X and Y are uncorrelated (B) X and Y are independent
(C)  Xand Y are not independent (D) X and Y are not uncorrelated
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A class of second graders has a mean height of five feet with a standard deviation of one inch. At
least what percent of the class must be between 4'10" and 5'2°7

(A} 0% B 2%
C) 7a o) 75%
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1.

Let X have the pmf f(x) = i%' x= 1,2, 3, 4 Then E(X) equals to
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2. Let X be a random variable with the following probability distribution :

* H =3 1 )

1 1 1
PrX=x g 3 3
E(2X + 1= ,
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3 The expectation of the number on a die when thrown is equal to
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Two unbiased dice are thrown. Then the expected value of the sum of number of points on them
is i
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5. In four tosses of a coin, let X be the number of heads. Tabulate the 16 possible outcomes with
the corresponding values of X. the expected value of X equals to
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A coin is tossed until a head appear, Then the expectation of the number of tossed required is
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7. Suppose X has the density function

3x* for0<x<1
f(x)=
0 otherwise.

The Graph of the Density Function
3.5
3
25
2
1.5
1 f(x),
0.5

-0.5 0.5 1 1.5 *
The expected area of a random isosceles right train with hypotenuse X equals to _____
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8.

Let variate X have the distribution

PX=0)=PX=2)=p; P(X=1)=1-2p,for0 < p <

The value of p such that the Var (X) a maximum is
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Let rv. X have a density function {.), cumulative distribution function F(.), mean p aned variance
o, Define Y = u + iX, where « and | are conslanls salislying — = = « <« and [} = 0,
The correlation coefficient b, between X and Y equals lo
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10.  An um contain balls numbered 1, 2, 3. First a ball is drawn from the urn and then a fair coin is
tossed the number of times as the number shown on the drawn ball. Then the expected number
of heads is
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va 3 children, If none of the 3 is a girl, they will try again; and if thay still
try once more. If the random variable X denote the number of children
wing this scheme, then the expected value of X is
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12.  Alotof 8 TV sets includes 3 that are defective. If 4 of the sets are chosen at random for shipment
to a hotel, number of expected defective sets is
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(2 oeyek \
> B -3 s
13, Let X have the density function f(x}=1 k* . The value of k such that the variance of

) 0 otherwise
X equal to 2 is
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14. If the probability density function of the random variable is

1— x| for [x|<1
fix) = 0 otherwise,

then the variance of X equals to
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15. Let the probability density function of a random variable X be

jeam‘u-n‘ if <x<1
0

fx) = otherwise.

then the approximate value of P{|X — | = 25) when one uses the chebyshev inequality is
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What is the moment generation function of the random variable X whose probability density
function is given by

(e forx>0
fx) = J[D otherwise

Then the variance of X is
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7. Let X be a continuous random variable with density function

be™* for x=0
0 otherwise,

fix) = {

Where b = 0, If M{t) is the moment generating function of X, then is M (- Bb) = .
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18, Lattne random variable X have moment generation function M{t) = (1 —1)? far t = 1, Than Ihe
third moment of X about the origin is
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19.

If the moment generating of a random variable X is

s g
Mt = 2 £

=

the probability of the event X = 2 equals to
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20.  Given that X has moment generating function
1 2t 1 -1 1 t 1 2t
=—e®4-e'+—0 +—€
Mt =geT 3% T3 g
P(X|=<1)=
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