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Let D be a non-ze cnreal mairiy =2 Whidh

1. det(D) = 0 implies rank (D)=0

3. rank(D)=1 implies det(D) # U
-

X
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N A Bare s positive definite matrices and 1 be the nxn identity matrix, e, which, .
h L i ; ol i,
sare powithve definine . N
MEIE g AT 4. A8
LoV Bew AN non-zero matrix with the property N'=0. Which of the following is/are true? N - 0
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SUsicjsnowhere ay,..a, are real numbers. Let A = ((ay)) be the nxn magiy [l:(g_I“_ O ,’; 9)‘24_0.0\ N,}rn cé'
s possible to choose a,,....a_ 50 as to make the matrix A non-singular. h ( i v 3 /;

e mairiv A is positive definite if(a,...a,) is a non-zero vector. O

S the matrix 4 is positive semidefinite for all (a,,...,a,). N c@ ) —0

< forall(a,...a,), zero is an eigenvalue of A.

C ot M_"—
>
AmAO 72

New Section 1 Page 3



10.

11.

Let T be  linear transformation on the real yecior space Rrover R sucithar I'=AT
Then
1o Wrxl= Al xll forze R

If T li=l 21l for some non-zers vector x € R", then A=%1

1 jorsem=:5

2
3. 1=, where | is the identity transformation on %.".
4. MUTx A XN for a non-zero vector x € %, then T is necessarily singular.

(2 1 0
Let M he the vector space of all 3 % 3 real matrices and let A={0 2 0. Which of the followirs
0 0 3
are subspaces of M?
I {XeM: XA=AX} 2 {XeM: X+A=A+X)}
3 [ XeM:tracelAX)=0} 4. {XeM:det(AX)=0}
. 0 1 0
Let W={p(B): p is a polynomial with real coefficients ) where B=|0 0 11. The d’i'mgnjfgﬁ“l
1 0 0

of the vector space W satisfies
1 3=d<8 4.3<d<4
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> the space of all polynomials P(x) with coefficients in R such that
e standard basis of P, given by B, ={l,x, .. V. IFT: P, —Pis

by T(p(x))=x? p'(.l‘)+L‘ p(t)dt and ,'\:[u,__) is the 5 X 4 matrix of T
es B.and B, then

2. a, :'—; and a;; =0

4. ay, =0 and a;; =0
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IZA Lt A lwe a5 7 4 matriz with real entries <wh
AX" 2345 i given by {142,228 %~ 25 42527 - s 2 By (Here, M denotes th
trix My. Then the ranb of A 1 equul 1

Let A be a 3 4.3 matrix with real entries uc

where | denotes the 3 4 3 identity matrix, then
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— ) . —_
16.  Suppose the matrix A=|—18 30 —12  has a certain complex number A -

e
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satisfving a, =a,,, whenever i+ j=r+ s(i, jor,s=1
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Let n be a positive integer and let H, be the space of all nXn mairices A ( J with entries i 3

n). Then the dimension af H, as a veci

4. 2n-1
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19.

20.

2.

Consider a matrix A= (@y),., with integer entries such that a, =0 for i = j and a, =/ for iy
Which of the following properties must be true?

1. A7 exists and it has integer entries

2. A" exists and it has some entries that are not integers

3. Alisa polynomial function of A with integer coefficients

4. Alisnota power of A unless A is the identity matrix

Let.J be the 3 X 3 matrix all of whose entries are 1. Then

1. 0 and 3 are the only cigenvalues of A

2. Jis positive semidefinite, i.c., (.Ix, x) 20forall xe r’
3. Jis diagonalizable
4

J is positive definite, i.e., (Jx, x) >0 forall xe R’ with x#0.

Let A, B be complex nxn matrices. Which of the following statements are true?
1. If A, B and A+-B are invertible, then A”+ B is invertible.

2. If A, B and A+ B are invertible, then A= B is invertible.

3. I ABis nilpotent, then BA is nilpotent.
1

Characteristic polynomials of AB and BA are equal if A is invertible.
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4, there exist li v independent vectors v, w e T such that Av=Aw=0

Let A be @ 4x 4 matrix with real entries such that -1,1,2,-2 are its eigenvalues. [f B=A"—5A7 +51.
where | denotes the 4> 4 identity matrix, then which of the following statements are correct?
1, det(A+B)=0 2. det(B)=1 3 traceof A-Bis( 4. raceof A+Bis4

Let M|} denote the set of 2%2 real matrices. Let A M,(R) be of trace

2 and determinant -3.
Identifving M \R) with

. consider the linear transformation T:M{R)—M (R) defined by T(B)=AB.
Then which of the following statements are true?
1. Tis diagonalizable

2. 2is an eigenvalue of T
3. Tis invertible

4. T(B)=B for some O# B in M,|R)
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28.

A 76 non- b0

“AY?M Pf\k-é() . W (
‘1 (,AA-O‘/\ W

Let A be a XX 2 non-zero matriv with entries in C such that A*=0. Which of the following statements

must be true? - — x
L PAP is diagonal for some invertible 2x 2 matrix P with entrics in 7.
A has two distinet cigenvalues in C

3. A has only one cigenvalue in C with multiplicity 2 \/
4. Av=vforsomeve C, \w‘f(}x l r\ ed . JJ’ Q )

Consider the linear transformation T : R'—R’ defined by T(X, Xy, X6, %) = (X, Xg oo X, X%, ) . Which
of the following statements are true?

The determinant of T is 1

There is a basis of R’ with respect to which T is a diagonal matrix

T’=1

The smallest n such that T"=1, is even

Ao~

Let A, pt be distinct eigenvalues of a 2x2 matrix A. Then, which of the Jollowing statements must be

true?

1. A has distinct eigenvalues

2
A=u

3. trace of A" is A" + " for every positive integer n

4. A" is not a scalar multiple of identity for any positive integer n

2 Ara

A=Ap(A+ )l
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(o -t o AR ~ 0o
A < 87 -1 R~
/ bl o > o)
¢ — Nn= L
28. Let A, B be nXn real matrices. Which q/"lh:wﬂf"}; statements is correct: n ‘ n"’: ‘L

L ey
)( 1. rank (A+B) = rank (A) + rank (B) . rank (A+B) < rank (A)k.{/r;m/( {])Z 8); 0
%i rank (A+B) = min {rank (A), rank (B)} X’\‘- rank (A+B) = max {rank (4), rank (B); 1 % H\\ 1 l/\-:‘V\ L ( 0’)' “ %)

‘0 . ) F ren
29.  Let & be a primitive cube root of unity. Define A =|:§0 f} Foravector V=(v;, v,, v,)e 3’ defing i ﬂ( j ﬂ, (A’\' e (%)

RN
MA =\IVAV' | | where V" is transpose of V. If W=(L,1,1) then |W |, equals

) 2.1 3.-1 4.2 (',.)’7/)

30.  The dimension of the vector space of all symmetric matrices A= (a,,) of order nXn(n=2) with regl
entries, a,,=0 and trace zero is

I (n*+n—4)/2 2.(n* —n+4)/2 3. (n*+n-3)/2 4. (n*—n+3)/2
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31

Let N be the vector space of all real polynomials of degree at most 3. Define

§:N = N by S(p(x))=p(x+1), pe N. Then the matrix of § in the basis {1, x,x,x’ ) considered as
column vectors is given by:

1 000

o o o
(== == ]
[= =
[=E =0
S = =
—d
LR = e
WOR = e
WO R R
oW W W

0
3
0

B o o
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Sollowing mamrices are posirive dofinite?

RN - . 0 4
RN Tl-1 4 {40

Ler A be @ mon-zero lincar wranstormation on a real veetor space V' of dimension n. Let the Subspace

age oV ounder A Ler k =dimV, <n and suppose that for some he R, A=), Then

. Als the only efgenvalue of A

- there is a nontrivial subspace V, =V such that Ax=0 for all X€ V|
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Ler Chean nxa real matrive Lo Wohe the vector space spanned by {LC,C!N-‘ Cz"}- The dimension

of the vector space W ix

1. 2n 2oatmaost n Jont 4. atmost 2n

Lot VLV be subspaces of a veetor space V. Which of the following is/are necessarily a subspace of V?
LV, AV, 2 v,uv,

Ivievi=fatvivevivev,) 4. Vv, ={xeV, and xeV,}

Ler N be a non-zero 3x3 matriv with the praperty N* = O . Which of the following is/are true?
1. N is not similar to a diagonal matrix.

2. N is similar to a diagonal matrix.
3. N has one non-zero eigenvector,

4. N has three linearly independent eigenvectors.
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38.

39.

40.

A - R
Let n be a positive integer and let M {R) denote the space of all nXn real matrices. If T: M(R) ‘—"M..}(' )
is a linear transformation such that T(4)=0 whenever A€ M(R) is symmetric or skew-symmetric, then
the rank of T is
ji Bl g 2=l in 40
2 2

Let S: B'— R and T: R* — R’ be linear transformations such that T o S is the identity map of R'. Then
1. §=T is the identity map of R

2. SoT is one—one, but not onto.
3. §<Tis onto, but not one-one.

4. §oT is neither one-one nor onto.

Let V be a 3-dimensional vector space over the field F. 'y = 1/3Z of 3 el The ber of disti
1- dimensional subspaces of V is
143 2. 26 3. 9 4. 15

Let V be the inner product space consisting of linear polynomials, p: [0,1] — R (i.e., V consists of
polynomials p of the form p(x) = ax +b; a, be [R), with the inner product defined by
]

(_p.q) = IP(X)Q(X)dX Jor p.ge V. An orthonormal basis of V is
n

1. {1 x 2. {1.xv3} 30 @x-03) 4 {1..:-%}
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42

43.

. Then the rank of the 4,
4

= B = U == A o

1 b &
Let o b, ¢ be positive real numbers such that b = <a< I Consider the 3X3 matrix A=|b o

[

[ B

. All the eigemvalues of 4 are negarive real numbers.

2. All the gigervaiues of A are positive real numbers.

3. 4 can have a positive as well as a negarive eigenvalue.

4. Eigenvalues of 4 can be non-real complex numbers.

The system of equations x =y —z=1,2x = 3y—z=35,x + 2y —kz = 4, where ke R, has an infinire
number of solutions for

I k=0 2 k=

=] 3 k=2 4.k=3
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44,

45,

a6,

Lot n be an intezzer, n = 3 and let w,, u,...,u, be n linearly independent elements In a VECION space oy,
.. Then

B Setu,  Oandu, - u,. Define v, = u,~+u,., and w, =, =4, Jori=12,.
Lov v, are linearly independent, if n = 2010,

2.9, Vo, are lincarly independent, if n= 2011,
3wy, wo,w, are linearly independent, i n= 2000,
4wy, w,, .. w, are linearly independent, if n=2011.

Let Voand W be finite-dimensional vector spaces over B oand let T V=V and T W—:W :‘;?e linegr
transformations whose minimal polynomials are given by fifx) = e tx+land f (k) =" -x -2 Iy
T: VOW — VBW be the linear transformation defined by T (v, wh=(T, (v}, T, fw)) for (v,wje V&I and
let fix) be the minimal polynomial of T. Then

Iodegfix) =7 2degfix)=13 3 nullin (T) =1 4. mullity (T) =0

ax + bﬂ

x
Leta b de Boandlet T: BR— B be the linear transformation defined by T[]:)‘:D:]:ﬂ v d J
" J

X
fur|: ]E B2 Let §: C— C be the corresponding map defined by S(x + iy) = {ax + by) + ifcx + dy)
y

Sorx, ye R Then
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L. §ialways (. - linear, that is Stz = 1) = Sty < Stz for allz. 5. € € and St = @S /) for all
e Candze T o B

2 St T Mincarif b - -candd = a,

3. SivC linear onlyif b=-candd=a,

4, Sis C linear if and only if T is the identity transformation.

Let A [a,] be an n X n complex matrix and let A” denote the conjugate transpose of A. Which of the
[following statements are necessarily true?
1. If A is invertible, then tr(A"A) # (), i.e., the trace of A"A is non zero.

W tr(A'A) # 0, then A is invertible.

2.
3 YA a)| < i, then |a| < 1 for some ij.
4. Iftr(A°A) = 0, then A is the zero matrix.
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48 Let n be a positive integer and V be an (n ~ 1)-dimensional vector space over R. If fee....,

49.

50.

! ? Hnlege e Jisa

bT:sxs of V.and T: V=V is the linear transformation satisfring T(e,)=e,., for i=1, 2.....n and Tfe )=0.
. .

1. trace of T is non-zero. 2. rankof Tisn.

3. nullitvof Tis 1 4.T"=TeTo..=T (ntimes) is the zero map.

Let 4 and B be n X n real marrices such that AB = BA = O and A + B is invertible. Which of the
following are always true?

1. rank (A) = rank (B) 2. rank (4) = rank (B) = n.

3. nullity (A) + nudlity (B) =n. 4. A - Bis invertible.

Let n be an integer = 2 and let M, (R) denote the vector space of n X n real matrices. Let B € M, (R) be

an orthogonal marrix and let B denote the transpose of B. Consider W, = (B AB : A M_ (R)}. Which of
the following are necessarily rrue?

1. W, is the subspace of M, (R) and dim W'y < rank (B).

2. Wy is the subspace of M (R) and dim W = rank (B) rank (B).
3. Wy=M,(R)

4. W, is not a subspace of M, (R).
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