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Linear
Algebra Q...

J Consider the subspace W={Ja ;] : a , =0ifi is even} of all 10 %10 real matrices. Then the
' ! — —

dimension of W is (I mark)
(A) 25 30 (C) 75 (D) 100

SIS A SEVIL R
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Lot 0 R¥—= RY be the linear map satisfving Te)=e, Tfe,)=e, Tle,)=0, Tie,)=e, where
{e,. .. e, e} is the standard basis of R". Then {2 marks)
(A} Tis idempotent (B) T is invertible (Ci Rank T =3 (D) T is nilpotent
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For any n €M, let P, denote the vector space of all polynomials with real coefficients and of degree
x

at most n. Define T:P, —P,., by T(p(x)) = p’ (x) j p()dt . Then the dimension of the null space of T
0

is

(2 marks)
A0 B)1 C)n (D) n+1
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,(\» u« ) @

l(u")

Then N is 12 marks)
(4) non-inverthle (B) skew-symmetric  (C) symmetric (D) orthogonal
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o
8 {FM is any 3 % 3 real matrix, then trace (NMN ) is equal to 2 marks)
(A ftracefN)] race (M) (B) 2 trace(N) + trace(M)
) trace(M) (D) [traceN)]’ + trace(M)
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0 0 3]
10 The minimal polynomial associated with the matrix |1 0 2J is {1 mark)

o1 1
‘/x’—?x—a B) ©—x*+2x=3 (Q) ¥’ -2 —3x-3 (D) & —x?+3x-3
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1“0 0
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12 Which of the following matrices is not diagonalizable? ) arky

1 10 0 -1 s 11
" [1 2] (5) [3 2] (© [1 0} meo J 0
T N S e e el

et e (B
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I4. The dimension of the range space of T* is (2 marks)
Ao (B} 1 €2 D)3
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s

15. The dimension of the null space of T is (2 marks)
(A) 0 (B I ()2 (D)3
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I6. I the nulijp/Gf the matrix |rf 1 2| ¢ 1, then the value of 'k’ is mtmk)

]14|

(B)G (D)z ‘4-|L 241
L - "' o 2 6
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I7. f}’ 3%3 real skew-symmetric matrix has an eigenvalul
M

I’/U (B} -— (cio
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then one of the remaining eigenvalues

(D)1

(I mark)



19, Ler T .ﬂfﬂ,h‘—) a",{ﬂ,]’j be defined by (Tp)(x) = p"(x)+ p'(x). Then the matrix representation of
T with respect to the basis {1,x,x%,x° } and {1, x,2*} of B[01] ana P,l0.1] respectively is
(2 marks)
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=21 0
21 The distinct eigenvalues of the matrix [ 1 1 Po|are
0o 0 04> mark) '
(A) 0 and 1 (B) I and -1 ) (C) I and 2 and 2

=N [(4) - 0
/
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130] 1

22, The minimal polynomial of the matrix [3 3 o (1 mark)
4 ok )0
Blsuc A I\, () ) 5
(s \4 .
Jw«'{“ \»ah:o—J }.1 \*"3 o A L)

(A) xfe-1)(x-6) (B) x{x-3) ’ {JJ.’C} rf-qj‘);-ﬂ k@(
v (N~ o (D *
\"d
| g
i, \ﬂu«) u\.
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25

Lot TR — B be defined by Tee, y 2w = (04 y + 50,0+ 23 + wo=z 4 2w.Sx + v + 22). The dimension
of the vigenspace of T is (2 marks)
(Al (f 2 (Ch3 (D) 4

Statement for linked Answer Questions 26 and 27:

11 1
he matrix A=2 | 2| can be decomposed into the product of a lower triangular
1 3 2
L
matrix L and an upper triangular matrix U as A=LU, where
— o o [, 1, Uy
L={l, 1 0| and U=|0  wy, uy | Let x,2ER and b={111]
_ —_—
[T 1 ll) 0 Ity
L7 TR Lq 1] — n ’ﬂ

Ux-k N o
0
\
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T ;
on x={x, x, x,] of the system U x=z is

-2 (B) 2,1, 2] () -2, -1, -2j"
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(2 marks)
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. Then the trace of matrix —
—————————



[1 o o]

30. -,f.".-!=!1 00| then A is
o1 o
o0 oo '
(450 0 0| (348 0 0 @2
w0 1) e o]l
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35 The possible set of eigen values of a 4x4 skew — symmetric orthogonal real matrix is {1 mark)
(4) (i) (B) {£i,£1} (C) {1} (D) {0,%i)

New Section 1 Page 22



6. Let P be a 2x2 complex matrix such that trace(P)=1 and det(P)=-6. Then, trace of (P‘—PJ} is
(1 mark}
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38 Let M be the real vector space of 2x3 matrices with real entries. Let T-M—M be defined by

qx, x x,D (_xo 4 xi ) .
T = . The determinant of Tis {2 marks)

WLE X X T

New Section 1 Page 24



41, Let X be the space of all 4x3 matrices with entries in the field of three elements. Then the number
of matrices of rank three in M is (2 marks)
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() (3 - DE - -1 ) (3 -t -2)3"-3)
() (3 =3 =it -3 () 33 -3 -2)
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J2. Let V be a vector space of dimension m 2 1. Let T:-V—V be linear !ran:formu:jrm Such thy
and T° = 0 for some n 21. Then which of the following is necessary TRUE? 2m,
(A} Rank(T") s Nullin: (T7) (B) trace(T) # q oy
(C) T is diagonalizable (D) n=m

T‘":;,
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43, Let A € MW be such that deq{A— ) =0, where I denotes the 3x3 identity matrix,
If trace (4) =13 and detid) = 32, then the sum of squares of the eigen values of A s

1 mary)
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49. Lot T, Tor B — B be Jinear transformations swch that rank(T,) = 3 and nullionT,) = 3.
Let T,: R'— R’ be a lincar rransformation such that T, o7} =T, Then rank (T} is __
(2 marks)
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52 Let M be a 3x3 matriv and suppose that 1,2 and 3 are the eigenvalues of M. If

M= M —M+ f_I;J Sfor some scalar @ #0, then @ is equal to . (1 mark)
74 (74
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53 Let M be a 3%3 singular matrix and suppose that 2 and 3 are eigenvalues of M. Then the number
of linearly independent eigenvectors of M* +2M + 1, is equal to . (1 mark)
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-2 6 ! @
54, Let M be a 3x3 matrix such that M| 1 |=| =3 | and suppose that M* —21 =| B for some

0 0 ol l7
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Let M be an invertible Hermitian matrix and lee X, y€ R be such that x* <4y. Then.

() both M 4+ XM 4 yI and M* — xM + yI are singular

(B) M +xM + vl is singular bue M = xM + yI is non-singular
(C) M* +xM + ¥l is non-singular but M* —xM + yl is singular
(D) both M +xM + yI and M* = xM + yI are non-singular
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7L Let A = ga,) be a 10 <10 matrix such that a,= 1 for 1 #] and = 0+ |, where 0. > 0. Let ) and
IFhvp= 24, then a.ev;ua{:_‘_‘_‘

be the largest and the smallest cigenvalues of A, respectively.
Qmar.m
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a 2f 0

72, Let A=|2f b 3f |, where a, b, , fare real numbers and f# 0. The geometric multiplicity o
0O 3f ¢

the largest eigenvalue of A equals - (1 marks)
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73. Consider the subspaces W, = {(x,, x,, x,)& R x, = x, +2x,}
W, =((x,x;,x,)€ B x, =3x,+2x;}
of ', Then the dimension of W, + W, equals . (I marks)
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78 Consider the matrix A =1y = 2uTuwithu =X (1.1, 1,1, 1, 1,1 1, 1, where I is the 9 x 9 ident

matrix and u" is the transpose of u. If L and u are two distinct cigenvalues of A, then |-l =
: (2 marks)
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79, If the characteristic polynomial and minimal polynamial of a square matrix A are (A-1) (h + 1)
(-2 and (A-1) (b + 1) (A-20, respectively, then the rank of the matrix A + [ ix where I is
the identity matrix of appropriate order. 1 mark)
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82,

Let V be the vector space of all 3 X 3 matrices with complex entries over the real field. If

W, =[AcV:A=AT}and Wy ={d e V:trace of A = 0}, then the dimension of W, + W, is equal
o . (2 marks)
(A denotes the conjugate transpase of 4)
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86.

Suppose V is a finite dimensional non-zero vector space over T and T : V — V is a linear
trangformation such that Range(T) = Null space (T). Then which of the following statements is

FALSE? (2 marks)
(A4} The dimension of V is even (B) 0 is the only eigenvalue of T
(C) Both 0 and | are eigenvalues of T DT =0
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